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Abstract— Quantum networks encounter unavoidable channel
noises and erasure errors, presenting a huge obstacle in designing
protocols that attain both high reliability and efficiency. Typically,
quantum networks fall into two categories: those utilize quantum
entanglements for quantum teleportation, and those directly
transfer the actual quantum messages. In this paper, we present
SurfNet, a quantum network that inherits the main advantages
from both categories. It employs surface codes as logical qubits
for encoding messages, and utilizes two parallel communication
channels to fault-tolerantly transfer each surface code in a
modular manner. Our approach of using surface codes can timely
correct both operational and photon loss errors within the net-
work, and the integration of the two channels within the network
can greatly improve network throughput. For the implementation
of SurfNet, we propose a novel network architecture, designed
to better integrate surface codes into quantum networks. We
also propose a novel error correction decoder, designed to fully
utilize the modular characteristic of surface codes within our
network. Simulation results demonstrate that SurfNet with its
decoder significantly enhances the communication fidelity within
quantum networks.

Index Terms— Quantum Network; Network Routing; Surface
Code; Error Correction

I. INTRODUCTION

Quantum networks find applications in various domains

such as distributed quantum machine learning, quantum cryp-

tography, quantum key distribution, and more [1]–[4]. Due

to the intricacies of quantum mechanics, designing quantum

networks requires carefully managing both reliability and

efficiency. It has been a prominent area of research for several

decades, with numerous research groups proposing various

quantum network designs. These designs can be broadly clas-

sified into two schemes based on how they transmit quantum

messages within the network.

The first quantum network scheme [5]–[12] utilizes quan-

tum entanglements for quantum teleportation across nodes. As

quantum data are inherently unstable and highly susceptible

to environmental noises, in this scheme, a series of quantum

entangling and swapping operations are performed before the

actual data are transferred. The sender and receiver will then

attain a pair of entangled qubits, which can be utilized for

quantum teleportation to transfer the actual data. However,

in practice, this scheme faces inefficiency issues due to the

short lifespan of entangled pairs. Even worse, generation of

entanglements across adjacent nodes is a probabilistic pro-

cess, which significantly hinders distant quantum teleportation,

making it highly time-consuming. In addition, a large amount

of classical communications across nodes are required for both

Fig. 1. Example quantum network of SurfNet, where users communicate
with each other through switches and servers, interconnected by entanglement-
based channels and plain channels within optical fibers.

entanglement swapping and quantum teleportation, frequently

constituting a large portion of the total communication time.

The second quantum network scheme [13]–[15] transfers

the actual quantum message through optical fibers, and often

utilizes logical qubits to carry and preserve the message data.

In this scheme, the actual transmission of quantum message

can effectively address the inefficiency observed in the previ-

ous scheme, and logical qubits are utilized to address the insta-

bility of quantum data. A logical qubit is typically represented

by multiple physical qubits connected with quantum gates, and

its state is determined collectively by these physical qubits.

It can encode any single-qubit quantum information into a

geometric layout of quantum entanglements. This encoding

provides resilience against random noise, through its inherent

redundancy provided by the additional physical qubits and the

stabilizer operators formed by the quantum gates. However, it

comes with the drawback of significantly increasing the traffic

in networks since to transmit a single logical qubit, multiple

physical qubits must be transmitted.

In this paper, we present SurfNet, a new quantum network-

ing strategy that combines techniques from both quantum net-

work schemes above, aiming to simultaneously achieve high

network throughput and communication fidelity. Throughout

this paper, throughput is defined as the number of concurrent

communications, and fidelity is defined as the probability of

occurring without any errors. SurfNet employs surface codes

as logical qubits for encoding communication messages, to

effectively cope with errors induced by random noise within

networks. The choice of surface codes is motivated by their
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compact code size and high error threshold, making them a

promising quantum networking technique. Incorporating them

into quantum networks offers a solution to promptly address

operational errors and photon losses within the network via

timely performing error corrections on surface codes.
And to minimize the traffic within networks, SurfNet

chooses the surface codes with low code distances, which have

fewer physical qubits to be transmitted but are normally with

lower error thresholds. In SurfNet, fidelity of these surface

codes is maintained high with the dual-channel design within

SurfNet. Each surface code in SurfNet is transferred in a

modular manner as two parts: the Core part, consisting of

qubits critical for the success rate of error corrections, and

the Support part, containing the remaining qubits which are

less critical but still essential for error corrections. These two

parts are transmitted separately using two parallel communica-

tion channels: the entanglement-based channel that transfers

the Core part utilizing quantum teleportation, and the plain
channel that transfers the Support part itself as photons.

This dual-channel approach strikes for a balance between the

reliability and efficiency of quantum networks, and addresses

the limitations posed by the low entanglement generation

rates. As demonstrated later in the routing protocol design, a

coordinated use of both channels can effectively achieve high

network throughput and communication fidelity.
We also present a new error correction decoder specifically

designed for SurfNet. It is based on the finding that physical

qubits within the same surface code may experience distinct

error rates, and exploiting these variations can significantly

improve error correction accuracy. The modular structure

of the surface codes in SurfNet utilizes and amplifies this

phenomenon by maintaining different error rates at the Core

and Support parts of the same surface code. And the SurfNet
Decoder is designed to effectively incorporate these controlled

error rates with the observed syndromes for efficiently decod-

ing the most probable error pattern. In this paper, we focus

solely on the Pauli errors and erasure errors. All measurements

are assumed to be error-free, and decoherence errors are

handled separately via error mitigation techniques at each node

within the network.
Our main contributions are summarized as follows:

• We present the first dual-channel quantum network, in-

corporating both the entanglement-based channel and the

plain channel. The end-to-end communication procedure

described in this paper efficiently utilizes both channels

for transferring surface codes with high fidelity.

• We present a novel error correction decoder that analyzes

surface codes in a modular manner and performs the

decoding accordingly. And we evaluate its performance

against the popular Union-Find decoder. We also illus-

trate how conventional error correction decoders can be

adapted for SurfNet.

• We implement the routing protocol of SurfNet as an

integer programming problem. And we evaluate its per-

formance against our proposed baseline model and the

mainstream entanglement-based networks.

II. RELATED WORK

Quantum networks have emerged as a promising solution

for connecting distant quantum devices. Current physical

quantum networks [16]–[18] are still in their early stages,

constrained by the current capabilities of qubit processing and

storage, as well as the high costs associated with establishing

photonic channels and repeater nodes. Efforts have been

directed towards leveraging entanglement between nodes for

quantum teleportation [19]. Specifically, techniques such as

entanglement purification [11], [12] have been employed to

enhance the quality of entangled pairs shared across inferior

or distant optical fibers.

Extensive research has been conducted in the field of

quantum network routing [6]–[10], [20]–[22]. Various research

groups are actively exploring general architecture designs for

quantum networks, including repeaters or routers [23]–[25], as

well as the development of photonic channels [26]–[28]. In the

realm of fault tolerant communication, efforts have been made

in [13]–[15], [29]. For surface code, different decoders [30]–

[32] have been proposed to enhance the error threshold of

surface codes, thereby reducing the fidelity requirements for

optical fiber constructions. These advancements contribute to

the overall efficiency and reliability of quantum networks.

III. BACKGROUND

A. Qubits

Different from classical computing bits, which can only be

either 0 or 1, qubits in quantum computing exist as linear

combinations of the basis states |0〉 and |1〉. This property,

known as superposition, allows a qubit to exist in a continuous

space between these two basis states, commonly visualized

as the Bloch sphere. The specific value of a qubit as either

|0〉 or |1〉 is only determined upon a quantum measurement.

Exploiting superposition, each qubit can simultaneously rep-

resent both classical values (0 and 1) of information. More-

over, when n qubits are employed together as an input, this

advantage grows exponentially, enabling them to encode 2n

pieces of classical information simultaneously. However, the

inherent nature of qubits being in superposition also makes

them highly susceptible to instability [33], [34], vulnerable to

environmental noise, and prone to random collapse. Common

errors affecting single qubits are Pauli errors related to the

three quantum Pauli gates {X,Y, Z}. Each of the three Pauli

gates flips a qubit based on the corresponding X/Y/Z-axis on

the Bloch sphere. And Pauli errors are defined as situations

where random Pauli gates are unintentionally applied to qubits,

often due to environmental noise or crosstalk within circuits.

Thus, instead of directly utilizing the unstable physical qubits,

numerous papers have proposed designs for quantum code

designs. These quantum codes are composed of clusters of

physical qubits and function as logical qubits [35].

B. Surface Codes

Among various quantum error correction codes, surface

code stands out as the most promising one due to its compact
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Fig. 2. (a) Example distance-3 surface code, for which distance refers to
the minimum number of data qubits required to perform a logical operation.
Open circles represent data qubits, and colored dots represent measurement
qubits (green for measure-Z, yellow for measure-X). (b)(c) Quantum circuits
of measure-Z and measure-X.

size and high error threshold. Illustrated in Fig. 2(a), each

surface code consists of two groups of physical qubits: data

qubits and measurement qubits. Both groups are essentially

interconnected physical qubits through quantum gates, yet

they play distinct roles within the surface code. The logical

qubit information is encoded and stored within data qubits,

while measurement qubits are utilized to preserve information

integrity. Each data qubit is connected to its neighboring mea-

surement qubits, comprising two measure-X qubits and two

measure-Z qubits, except on the boundaries. And if an error

occurs in a specific data qubit, its neighboring measurement

qubits would reflect the error: measure-X qubits reflect Y or Z

types errors, and measure-Z qubits reflect X or Y types errors.

Hence, measurement qubits are also known as syndrome qubits

or, in code theory, ancilla qubits.

Serving as logical qubits within quantum networks, each

surface code encodes a single logical qubit carrying a one-

qubit quantum state. There also exist variants on surface codes

such as X-cut, Z-cut, or multi-cuts surface codes [36] that can

encode multiple logical qubits in a single topology, but for the

purpose of this paper, we focus on the use of surface codes

serving as single logical qubits. The mechanism underlying

surface codes relies on quantum entanglements and reduction

on the degrees of freedom. For a comprehensive introduction

into Quantum Computation and Quantum Information, we

refer readers to [1], and for a detailed explanation on Surface

Codes, [36] is recommended.

Fig. 3. Example Surface Code Error Correction. (a.1) Example syndrome
pattern of a surface code, induced by the (a.2) example error pattern. The edges
in red represent data qubits with errors, and the vertices in red represent their
induced syndromes. (b)(c) Example decoding results from decoders, where
(c) is equivalent to (a.2) upon stabilizers, and (b) is not. The edges in blue
represent potential erroneous data qubits indicated by decoders.

C. Error Correction

Error correction can be performed on surface codes to

effectively mitigate the environmental noise. During initial-

ization, each surface code begins with only the data qubits.

As we commonly initialize surface codes in their logical

|0〉, all data qubits are commonly prepared in the state |0〉.
Next, we put on the measurement qubits and connect them to

their neighboring data qubits using quantum CNOT gates, as

depicted in Fig.2(b)(c). For the ease of syndrome readout, all

measurement qubits are commonly prepared in their |0〉 states.

After all the CNOT gates are established, we need to perform

at least one round of error correction cycle to complete the

setup of a surface code. As in Fig.2(b)(c), each cycle involves

a sequence of CNOT operations and a measurement on each

measurement qubit, which forces its neighboring data qubits

to be in a mutual eigenstate based on its initial measurement

outcome. For example, we initialize all data qubits in |0〉,
and via the circuit in Fig.2(b), the measurement outcome of

each measure-Z qubit is determined to be |0〉. So we call the

state |0000〉 of qubits abcd to be a valid eigenstate in the +1
eigenspace of the measure-Z qubit, for which +1 is associated

with the |0〉 measurement outcome. However, the initialized

state |0000〉 is not a valid eigenstate for the measure-X qubit

as shown in Fig.2(c). Thus, the measurement outcome of each

measure-X qubit can be either |0〉 or |1〉. Yet, once the outcome

of each measure-X qubit is determined, its neighboring data

qubits are forced to be in one of the possible eigenstates

measured in |+〉’s or |−〉’s, which are the two basis states

along the X-axis of the Bloch sphere.

At this point, we complete the initialization of a surface

code, with all data qubits and measurement qubits becoming

highly entangled. We name the result of the first round mea-

surement outcomes of all measurement qubits as the quiescent

state. And if no error occurs in the future, all measurement

results in subsequent error correction cycles would stay in
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the quiescent state. If the measurement outcome of any mea-

surement qubit changes, then at least one of its neighboring

data qubits has an error, and we mark this measurement qubit

as a syndrome. In each error correction cycle, all syndromes

collectively form a syndrome pattern, as in Fig. 3(a.1), which

is then inputted into an error correction decoder. The decoder

aims to connect all syndromes either into pairs or to the

boundary, and any data qubit along the connected path will be

identified as erroneous. Due to the nature of qubits, the real

error pattern, as in Fig. 3(a.2), cannot be directly observed,

since measuring the data qubits would destroy their encoded

logical information and collapse them to basis states.

This decoding problem can be approximated as a minimum

weight perfect matching problem, which has been widely

studied. Each minimum weight perfect matching decoder

connects syndromes with the minimum sum of weights. In

our example of Fig. 3, assuming the weight on each edge is

1, the decoder is likely to output either (a.2) or (b), both of

which have a sum of weights being 5. However, these two

error patterns differ by a logical operator of the surface code,

as the combination of these two patterns traverse across the

decoding graph. Meanwhile, the error patterns (a.2) and (c)

are equivalent in surface codes, as their combination forms a

cycle within the decoding graph. Thus, if the decoder outputs

(b), a logical error will arise in this surface code; and if

the decoder outputs (a.2) or (c), the errors in this surface

codes can be successfully corrected. Other decoding methods,

such as Union-Find decoders, tensor network decoders, and

machine learning models, have also been proposed, each

demonstrating competitive performances in different noise

models. Error correction cycles are typically scheduled in a

regular basis, and more frequently when the noise level is high.

IV. NETWORK BASED ON ERROR CORRECTION

As illustrated in the example above, all contemporary error

correction decoders suffer from logical errors, which arise

when the decoder incorrectly connects two syndromes into

a pair instead of individually to the boundary, or vice versa.

In fact, along any axis of a logical operator on a surface code,

if we can ensure a single data qubit is error-proof, then we

can avoid the logical error on this axis. Since for each two

syndromes on this axis, the decoder can only connect them

into a pair if the path does not pass through the error-proof

data qubit. Unfortunately, we can never guarantee a single data

qubit to be error-proof, but to achieve a similar effect, we can

maintain a high fidelity for such a qubit. Once again, fidelity

in this paper is defined as the probability of occurring without

errors, and thus, calculated as one minus the error rate.

Considering a complete surface code, distance-3 surface

code has 3 such axes, distance-5 surface code has 7 such axes,

and a distance-k surface code generally has (k− 1)+ (k− 2)
such axes. Along each axis, we ensure the high fidelity of at

least one data qubit for preventing the logical error, and we

define the minimal subset of such data qubits to be the Core
part of each surface code, which is critical to the logical error

rate upon decoding; and the remaining data qubits constitute

the Support part of each surface code, which is less critical to

logical error rate, but is still essential for decoding syndromes

at routine error correction cycles. The specific selection of

data qubits and geometry for the Core part depends on the

implementation of various surface codes and is also influenced

by the fidelity of the designated routing path, which will be

analyzed as a future improvement on SurfNet. For the purpose

of this paper, we employ a fixed topology for the Core part,

which is latter shown in Section IV-C.

SurfNet is based on this finding, and preserves the fidelity

difference of the two parts via two communication channels:

the entanglement-based channel and the plain channel. We

assume error-free measurements, and only consider random

Pauli errors and erasure errors, as these two are the predomi-

nant errors in quantum networks. When a data qubit is erased,

we substitute it with a maximally mixed state, initialized as |0〉
and randomly subjected to a Pauli gate chosen uniformly from

{I,X, Y, Z}. Thus, on each transmitted surface code, locations

with erasures exhibit a much higher error rate. Leveraging

this observation, the SurfNet Decoder prioritizes locations with

erasures, identifying these replaced data qubits with a higher

likelihood for decoding paths to travel through. Similarly, data

qubits within the Support part are prioritized than those in

the Core part, given their relatively higher error rates. In the

following, we introduce the components within our quantum

network, our proposed one-way communication procedure,

and our new error correction decoder.

A. Components
Users User nodes generate communication requests in

the network, which are to transfer quantum messages from

one user to another. In SurfNet, all messages are encoded

into surface codes before transmission, and each surface code

contains two parts, the Core and the Support.
Optical Fibers Optical fibers serve as edges in quantum

networks that interconnect users and switches. Each optical

fiber in SurfNet is equipped with two communication chan-

nels: an entanglement-based channel that utilizes teleportation

to transmit the Core parts of surface codes, and a plain channel

that actually transmits the Support parts themselves as photons

down the optical fiber.
Switches Switch nodes in SurfNet serve as intermediate

stations along each communication path. Each switch oper-

ates two routines, corresponding to the two communication

channels. One routine continuously generates entangled qubit

pairs, which are then shared with adjacent switches through

the entanglement-based channels. The other routine re-encodes

any incoming Support parts of surface codes from the plain

channels into new photons, aiming to reduce the chance of

random decoherence.
Servers Server nodes are essentially switch nodes with

larger quantum memories. Similar to switches, servers operate

the same two routines corresponding to the two communica-

tion channels. Additionally, servers are capable of performing

error correction when a complete surface code arrives.
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Fig. 4. Example one-way communication of transferring a surface code from user A to B, where the green circles represent Users, blue squares represent
Switches, black square represents Server, red double lines represent Optical Fibers for transmitting ancillary entangled pairs, and pink arrows represent Optical
Fibers for transmitting the Support parts as photon qubits. Each optical fiber is labeled with its fidelity γi ∈ [0, 1].

B. One-way Communication

We assume that the entire quantum network is connected,

so each pair of users can communicate either directly or

through intermediate switches and servers. In SurfNet, trans-

mitting each surface code involves the transmission of the

Core part and the Support part. Notably, each part can be

further subdivided into smaller parts to enable efficient parallel

transmission.

Transmission of the Core parts is through the entanglement-

based channel, which guarantees high fidelity but consumes

more computing resources. Once the routing path is scheduled,

all switches or servers involved in the transmission of the Core

parts start to share its generated entangled pairs through the

entanglement-based channels with its adjacent nodes along

the routing path, preparing for quantum teleportation. Once

the adjacent entanglements along the whole path are all

established, each intermediate node performs entanglement

swapping to transform the chain of adjacent entanglements

into a single entangled pair shared between the sender node

and receiver node. As the process of entanglement is highly

probabilistic, the procedure of entanglement generation and

swapping needs to be repeated for several times. Subsequently,

entanglement purification is deployed to combine the multiple

low-quality entangled pairs into a single pair of high-quality

entangled qubits. Finally, this entangled pair is consumed in

quantum teleportation to transfer the Core part from the sender

node to the receiver node.

Meanwhile, the Support parts are encoded into individual

photons and physically transmitted through the plain channels.

Since error correction requires the complete surface code to

be present in the same server, the Support part(s) normally

arrives earlier in the server and keeps being refreshed via error

mitigation circuits until the Core part(s) arrives.

Example one-way communication is illustrated in Fig. 4.

For ease of illustration, here we do not subdivide the Core

part and Support part into smaller parts. Before the error

correction in Server, the Core part is teleported to Server by

consuming the ancillary entangled pair generated in Switch

A and shared through the entanglement-based channel. Mean-

while, the Support part is physically transmitted as photons to

Server through the plain channel, bypassing Switch B. After

the error correction, both routes bypass Switch C, yet once

again, the route for the Core part is through the entanglement-

based channel, and the route for the Support part is through the

plain channel. It is important to note that the two routes do not

necessarily need to take the same path after error correction,

and the routes in Fig. 4 are just for illustrative purposes.

C. Error Correction Decoder

Before we introduce our SurfNet Decoder, we firstly illus-

trate how mainstream decoders can be adapted to solve the

error corrections in SurfNet. We begin by representing each

surface code as a decoding graph G = {V,E,W}, where

V and E are vertices and edges, and W represents a set of

edge weights correlated to the error rates. The desired graph

comes directly from the square lattice representation of the

surface code, where each vertex on the square lattice is a

measurement qubit, and each edge is a data qubit. Computing

the weights needs some extra work. Notice in SurfNet, data
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Algorithm 1 Modified MWPM Decoder

Input: set of Syndromes σ, estimated data qubit fidelity {ρi}
Output: estimated error pattern Γ

1: Construct decoding graph G = {V,E,W}
2: Create path graph G′ = {σ,E′,W ′}, initialize G′ as

{σ, {}, {}}
3: for u, v ∈ σ with u �= v do
4: Find P (u, v), the shortest path from u to v in G
5: Compute w′(u, v) =

∑
e∈P (u,v) we

6: Add (u, v) and w′(u, v) to E′ and W ′ of G′

7: end for
8: Apply Blossom to G′ and get the minimum weight perfect

matching M ′

9: Initialize Γ as empty

10: for (u, v) in M ′ do
11: add the edges of P (u, v) to Γ
12: end for

qubits are transferred via different channels and different

routes, then data qubits are with different fidelity and should

be given different weights. The estimated fidelity for each data

qubit is calculated by multiplying the fidelity of all optical

fibers it travels through, denoted as ρ = Πi∈pathγi, where γi
is the fidelity of the optical fiber. For a data qubit in the

Core part, after each time of entanglement purification, its

new ρ = ρ1ρ2

ρ1ρ2+(1−ρ1)(1−ρ2)
[11], for which ρ1 and ρ2 are

the estimated fidelity of the consumed entangled pairs. For

erasures, the estimated fidelity equals to 0.5. The weight at

each edge is then computed as w = − ln (1− ρ).

Theorem 1. Error corrections in SurfNet can be solved using
a minimum weight perfect matching (MWPM) algorithm.

Proof. Following the above construction, let G = {V,E,W}
be an arbitrary decoding graph, and σ ⊆ V be the set of syn-

dromes. As mentioned previously, the error correction decoder

aims to connect all syndromes into pairs, and each syndrome

should be connected exactly once. Each connected path made

by the decoder is associated with a likelihood, which correlates

with the fidelity of each data qubit along the connected path.

And the performance of the decoder is evaluated by summing

the likelihoods of all connected paths it made: the higher the

likelihood is, the better the decoder performs. This decoding

problem can be efficiently formulated as the minimum weight

perfect matching problem. A perfect matching M of graph G
is defined as M ⊆ E such that each vertex in V is incident

to one and only one edge in M . Notice in the decoding graph

G, there exist vertices V \ σ that are without syndromes

and should not be connected. Thus, before we apply the

minimum weight perfect matching algorithm, we need to

construct a path graph G′. As in Algorithm 1, syndromes σ
constitute the vertices in G′, and they are interconnected via

the shortest paths found in the original graph G. These paths

are added as edges into G′. Then a minimum weight perfect

matching algorithm (for example, as in Algorithm 1, the

Algorithm 2 SurfNet Decoder

Input: set of Syndromes σ, set of Erasures δ, estimated data

qubit fidelity {ρi}, decoder step size r = 2/3
Output: estimated error pattern Γ

1: Create list of odd clusters {C1, C2, . . .} that each contains

a single syndrome

2: while exists odd cluster Ci do
3: for all odd Clusters {Ci} do
4: Grow Ci by corresponding speed:

5: −r/ ln (1− 0.5) edge if on δ
6: −r/ ln (1− ρi) edge if else

7: If Ci meets another cluster, fuse together

8: If Ci becomes even, remove from odd list

9: end for
10: end while
11: Find a spanning tree for each cluster

12: Apply peeling decoder to the spanning forest to find Γ

blossom algorithm [37]) is applied to G′ to get the minimum

weight perfect matching M ′. The requirement of minimum

weight ensures that such M ′ represents the decoding result

with a high likelihood. Notably, this result is not guaranteed

to be with the maximal likelihood, since the minimum weight

perfect matching formulation serves as an approximation to

the actual decoding problem. The proof on the correctness of

this approximation is accomplished as a joint result from [30]

and [38], which handles the error correction for surface codes

in two cases: surface codes without boundaries, and surface

codes with boundaries.

Corollary 1.1. Error corrections in SurfNet can be solved via
the sparse blossom algorithm in O(n2).

Proof. The proof follows as a direct result from Theorem 1,

since the sparse blossom algorithm [31] is a solver for the

minimum weight perfect matching problem. Notably, different

from other conventional minimum weight perfect matching de-

coders, the sparse blossom algorithm solves for the embedded
matching ME , which is defined as ME ⊆ E such that each

vertex in σ is is incident to an odd number of edges in ME ,

and each vertex in V \ σ is incident to an even number of

edges in ME . The sparse blossom algorithm aims to find a

minimum weight embedding matching of the decoding graph,

and this problem proves in [31] to be a reduction from the

original minimum weight perfect matching problem. As shown

in [31], the sparse blossom algorithm outputs results with an

observed complexity of O(n1.32). And updating the decoding

graph with our calculated fidelity requires O(n2). Thus, the

total time for error corrections in SurfNet using the sparse

blossom algorithm is O(n2).

So far, we have proven that conventional minimum weight

perfect matching algorithms can be modified for solving the

error corrections in SurfNet, achieving a O(n2) running time.

In addition, as noted in [31], employing the sparse blossom
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Fig. 5. Example decoding graph of the SurfNet Decoder, where each vertex is a measurement qubit and each edge is a data qubit. For illustration, the
growth speeds on Erasures, Core, Support are {1/2, 1/8, 1/4}. (a) Initial State. Red vertices denote Syndromes, Purple lines denote Erasures, and Solid
Grey lines denote the Core part. (b) Growth Step 1. Green lines denote newly added edges for each cluster. Even clusters are marked in Yellow. (c) Growth
Step 5. Blue lines denote newly added edges for each cluster, and Green lines denote existing edges. After this step, all clusters become even and finish
growing. (d) Estimated Error Pattern, where Black lines denote data qubits with errors.

algorithm in our Algorithm 1 can be adapted for a parallel

implementation, with a theoretical amortized complexity of

linear time. However, employing the sparse blossom algorithm

also suffers a worst time complexity of O(nq3 + mq2), in

which n is the number of vertices in the graph, m is the

number of edges, and q is the number of syndromes.

Thus, it motivates us to also design a new decoder that

works better in the worst case scenarios, which is our SurfNet

Decoder. Overall, the SurfNet Decoder is based on the defini-

tion of “growth speed” of clusters. Its routine is adapted from

the Union-Find Decoder [32] with the peeling decoder [39],

and is tailored explicitly for our dual-channel network ar-

chitecture. The algorithm is outlined in Algorithm 2, with

an illustrated procedure in Fig. 5. Among the inputs to the

SurfNet Decoder, syndromes and erasures are derived from

the measurement outcomes in Fig.2 (b)(c), and the estimated

fidelity is computed as previously described. The decoder step

size can be further adjusted to optimize between the decoding

speed and accuracy, with the default 2/3 generally achieving

a good balance. During the decoding, the initial step involves

creating a singleton set for each syndrome vertex, denoted as

a cluster. Additionally, we define odd clusters to be clusters

containing an odd number of syndromes, and even clusters to

be clusters containing an even number of syndromes. In this

step, each syndrome is an odd cluster and its cluster solely

contains itself. Next we grow the exteriors of each cluster at

different speeds, calculated as −r/ ln (1− ρi), where r is the

decoder step size and (1 − ρi) is the probability of errors

occurring at the corresponding edge. The speed is maximized

at erasures, as the replaced qubits with maximally mixed states

exhibit the highest error rate. When two expanded edges touch

or one edge reaches the exterior of another cluster, the two

clusters fuse together. If the combined cluster becomes an

even cluster, we remove it from the list of odd clusters, as

it no longer needs to grow.

Theorem 2. Error corrections in SurfNet can be solved via the
SurfNet Decoder with a worst case complexity of O(nα(n)),
where α is the inverse Ackermann function.

Proof. First we prove the near-maximal likelihood of the

output Γ from the SurfNet Decoder. Let Γ′ be arbitrary error

pattern that is with a different likelihood from Γ. Denote

{C1, C2, . . . , Ck} as the set of even clusters at the end of the

SurfNet Decoder. As the optimality of the peeling decoder is

proven in [39], then there exists at least one path in Γ′ that trav-

els from one even cluster to another, which spans extra edges

that were not grown by any clusters. Also by Algorithm 2, each

cluster suffices to be a shape with constant radius, with each

point on its boundary reachable by the same likelihood, and

any exterior edges can only be reached with a lower likelihood,

which determines Γ′ to be with a lower likelihood than the

algorithm output Γ. The worst time complexity of O(nα(n))
is guaranteed by deploying an union-find implementation as

in [32]. In this implementation, each cluster is recorded as a

tree data structure and its boundary vertices are recorded in a

separate list. The boundary lists are updated at each round of

growth, and cluster fusion is accomplished using the union-

find algorithm. Several subroutines for tracing the states of

each cluster are also employed, and the implementation details

can be found in [32].

V. NETWORK ROUTING

Given the limited capacity and low entanglement generation

rates at each switch and server, we aim to design a reliable

and efficient network that achieves a high network throughput

while maintaining a high successful rate for each communi-

cation. And we make the following assumptions:

• The network is bidirectional and connected, ensuring the

existence of at least one path from one user to another.

• The fidelity of each optical fiber can be measured and

remains constant during routing.

• Switch nodes, server nodes, and optical fibers have finite

capacities that are not excessively large.

The routing procedure consists of two stages: scheduling and

execution. To ensure simplicity and efficiency, we adopt offline

scheduling to allocate available resources. And we employ

online execution to promptly recover routing paths from errors

or failures, minimizing the waste of utilized resources.
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A. Offline Scheduling

First, we introduce the offline scheduling in SurfNet. Before

each round of routing, the routing protocol collects requests

from user nodes and operating information from switches,

including their current capacity and entanglement status. For

each request, the Support part consumes capacity in switches,

and the Core part additionally consumes the prepared entan-

gled pairs. The routing problem is then formulated as an op-

timization problem with capacity and entanglement resources

acting as constraints. To provide a formal mathematical rep-

resentation of our routing protocol, we define key terms as

outlined in Table I. As listed in its last column, the variables

in our formulation consist of four sets of integer variables: Yk

to decide whether each request will be scheduled or partially

scheduled, ake and bke to decide routes for each request, and xk
r

to decide the number of scheduled error corrections for each

request.

Computing fidelity for surface codes involves multiple ex-

ponentiations and multiplications, leading to a non-linear prob-

lem formulation. Thus, we translate the fidelity at each edge as

its noise. The noise at each edge is calculated as μ = log(1/γ),
where γ is its fidelity measured in the range [0, 1]. This allows

noise to accumulate as summations instead of multiplications,

and lower values are better. Correspondingly, we model the

effect of each error correction as a decrease in the current

noise to the surface code. And when computing the total noise

to a surface code, we separately sum the noise for the Core

and Support parts, to account for their different influences in

logical error rates. For example, if we transmit a surface code

of 25 data qubits, with 7 data qubits in the Core part, through

the route in Fig. 4, then its two expected noises are:

7

7
(μ1 + μ2 + μ5 + μ6)− ω

7

25
∗ 1
2
(μ1 + μ2 + μ5 + μ6) +

18

25
(μ3 + μ4 + μ5 + μ6)− ω

correspondingly for the Core part and the entire surface code.

Notice in the second equation, when summing the noise for

the entire surface code, the noise for the Core part is halved

to account for the effect of entanglement purification through

the entanglement-based channel. As later shown in Eq. 6, we

require both calculated noises to be below their corresponding

thresholds to ensure the high fidelity of each communication.

Our integer programming for the routing problem states

as follows. The objective function is to sum the number of

concurrent communications, with the goal of maximizing the

total throughput in our network:

max
∑

k∈K
Yk (1)

with the following constraints of Eq. [2]-[6]:

Yk ∈ [0, ik] , xk
r ∈ [0, ik] , ake ≥ 0 , bke ≥ 0 (2)

which sets up the feasible regions of variables.

TABLE I
TABLE OF NOTATIONS USED IN ROUTING FORMULATION

Notation Definition

U The set of all Users
R The set of all Switches (including Servers)
RR The set of all Servers
E The set of all Edges
ηr Storage capacity in each switch r ∈ R

ηe Number of prepared entanglements across each edge e ∈ E
μe Noise at each edge e
K The set of all Communication Requests k = [(sk, dk), ik]
ik Number of Surface Codes in Request k
n Number of Core data qubits in each surface code
m Number of Support data qubits in each surface code
ω Noise Reduction for performing error correction in a server
Wc Noise Threshold for the Core part
W Noise Threshold for the entire surface code
Yk Integer variable of determining Execution of request k
ake Integer variable of determining number of Core qubits for

request k travelling through edge e
bke Integer variable of determining number of Support qubits for

request k travelling through edge e
xk
r Integer variable of determining number of Error Corrections

scheduled for request k in each server r

∑

e∈E
ak(d,j) + bk(d,j) + ak(i,s) + bk(i,s) = 0 ∀k=(s,d) ∈K

∑

(i,d)∈E
ak(i,d) =

∑

(s,j)∈E
ak(s,j) = n ∗ Yk ∀k=(s,d) ∈K

∑

(i,d)∈E
bk(i,d) =

∑

(s,j)∈E
bk(s,j) = m ∗ Yk ∀k=(s,d) ∈K

(3)

which are the Initialization and Termination constraints that

apply to the sender nodes and destination nodes.

1

n

∑

(i,r)∈E
ak(i,r) =

1

m

∑

(i,r)∈E
bk(i,r) = xk

r ∀r∈RR,k∈K
∑

(i,r)∈E
ak(i,r) =

∑

(r,j)∈E
ak(r,j) ∀r∈R,k∈K

∑

(i,r)∈E
bk(i,r) =

∑

(r,j)∈E
bk(r,j) ∀r∈R,k∈K

(4)

which are the Conservation constraints that apply to the switch

and server nodes.

∑

k∈K

∑

(i,r)∈E
ak(i,r) + bk(i,r) ≤ ηr ∀r∈R

∑

k∈K
ak(i,j) +

∑

k∈K
ak(j,i) ≤ ηe ∀e=(i,j)∈E

(5)

which are the Capacity constraints that ensure the computing

resources within the network cannot be over-consumed. The

first set of constraints sum the number of data qubits scheduled

to be stored in each switch and server, and ensure they do

not exceed the quantum memory capacity at each location.

The second set of constraints sum the number of teleportation
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scheduled across each optical fiber, and ensure they do not

exceed the number of prepared entangled pairs in the corre-

sponding optical fiber.

0 ≤
∑

e∈E
(μe ∗ ake)− ω

∑

r∈RR
xk
r ≤Wc ∗ Yk ∀k∈K

∑

e∈E
[μe ∗ (1

2
ake + bke)]− ω

∑

r∈RR
xk
r ≤W ∗ Yk ∀k∈K

(6)

which are the Noise constraints that ensure high-fidelity

communication, computed as summing the noise along the

routing path and subtracting the number of error corrections

performed. The first set of constraints sum the noise only

for the Core parts, to account for their critical influences

in logical error rates of surface codes. The summation is

required to be below the threshold Wc to prevent excessive

noise accumulation that can drift up the logical error rates.

We also force this summation to be above 0 to prevent the

inclusion of consecutive servers in a single route to conserve

the computing resources. The second set of constraints sum the

noise for the entire surface code, and is required to be below

the threshold W . As demonstrated later in Section VI-C, fine-

tuning the two thresholds Wc and W allows for balancing

communication fidelity and network throughput.

Note that ηr, ηe, μe, ik are collected from the network,

and n,m, ω,Wc,W are pre-defined parameters, so the above

constraints remain linear. However, as some of these variables

are integers, the above integer programming formulation does

not guarantee a polynomial-time solution. Feasible solutions

can be adapted from existing algorithms for solving the inte-

ger minimum-cost Multi-Commodity Network Flow (MCNF)

problems [40] using the Dantzig-Wolfe decomposition princi-

ple as in [41], [42]. For simplicity, in this paper, we employ

a relaxed Linear Programming version with rounding in the

Evaluation section to simulate the performance of SurfNet.

B. Online Execution

Next, we introduce the online execution in SurfNet. Upon

receiving the routing schedules from the routing protocol,

users directly transfer their Support parts of surface codes to

the designated next node, while retaining the Core parts until

reliable entanglements are established. Switches and servers

operate two simultaneous routines: preparing entanglements

for the Core parts and directly transferring the Support parts.

In case an error correction is scheduled in a server, the server

initiates a third routine: preparing error correction circuits and

awaits the arrival of a complete surface code.

Common challenges arise from unpredictable situations like

transmission delays or crashes in incoming/outgoing ports.

And these issues are effectively addressed in our network.

Each qubit has the option to remain in its current node and can

be preserved in error mitigation circuits such as dynamic de-

coupling (DD) sequences. Additionally, if abundant resources

are available in the local neighborhood, a node can locally

replace a failed route with a recovery path leading to the

next designated node. Thus, even without a centralized routing

protocol, SurfNet can still operate in a hierarchical manner.

In scenarios where only a few requests are generated in

the network, centralized and hierarchical routing demonstrate

similar performances.

Another main mechanism in our network is the parallelism

between data transfer and error correction. Thanks to the

intrinsic redundancy of surface codes, servers do not need to

wait for all data qubits to be present before performing error

correction. In SurfNet, error correction begins as soon as all

Core parts and sufficient Support parts are collected, with all

missing qubits marked as erasures. The tolerance for missing

Support parts depends on their specific locations on the square

lattice and is influenced by the overall fidelity of collected

data qubits. Generally, in SurfNet, the parallelism between data

transfer and error correction presents another trade-off between

efficiency and reliability: if the SurfNet Decoder always waits

for the complete surface code to arrive, the reliability of error

correction improves, but the message delivery efficiency is

compromised.

In addition, we deploy opportunistic routing to accelerate

the transmission through entanglement-based communication

channels. Recall during the transmission of the Core parts,

we need to wait for reliable entanglements to be established

between the sender and receiver nodes. It requires multiple

rounds of pairwise entanglements along the entire path, and

its difficulty scales exponentially with the distance between

the sender and receiver nodes. Thus, instead of waiting

for the distant entanglement to be established, we allow

the Core parts to move forward along the path as soon as

a reliable entanglement is established across the next few

nodes, even if the movement is only across a single optical

fiber. This approach allows us to divide a long routing path

into segments, significantly improving both communication

efficiency and fidelity. Based on simulation experiments,

we fix the minimum distance for the movement to be two

consecutive optical fibers.

VI. PERFORMANCE EVALUATION

In this section, we conduct a series of simulations to eval-

uate the performance of the SurfNet network design and the

SurfNet Decoder. We implement our proposed routing protocol

and decoder algorithm for different network scenarios, and

compare their performance against baseline and mainstream

models.

A. Evaluation Methodology

Considering the randomness in real-world network struc-

tures, we randomly generate networks without a predefined

topology. Among these, three representative networks are

chosen, each falling into a distinct scenario: a network with

abundant facilities of switches and servers, one with sufficient

facilities, and one with insufficient facilities. For each of the

three networks, we randomly assign two fidelity to each optical

fiber, representing scenarios of good or poor qualities of
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Fig. 6. (a) Comparison between Raw and SurfNet in different network scenarios. In each scenario, the comparison is over three evaluation metrics shown
in table, and the comparison over communication fidelity is detailed in the plots. (b) Performance of SurfNet with respect to different (b.1-3) network
parameters and (b.4) routing parameter. The performance is evaluated using two metrics: fidelity and throughput.

service. In addition, to evaluate the performance of the SurfNet

Decoder, we implement it on surface codes with four different

sizes: distance-9, distance-11, distance-13, and distance-15,

for which distance refers to the minimum number of data

qubits for a logical operator. Then the decoder is evaluated

at different rates of Pauli errors, for the calculation of error

threshold. We also include a fixed erasure error rate to mimic

real scenarios within a network. Both erasure errors and Pauli

errors randomly occur on each data qubit, without following

a specific error pattern.

B. Benchmarks

Our proposed network design is denoted as SurfNet, and is

compared to the following network designs:

• Raw: the baseline version of SurfNet, which does not

divide surface codes into Core and Support parts, and all

data qubits are transmitted through plain channels. Error

corrections are available in each server, and all switches

and servers have increased capacity as they no longer

need to prepare entanglements.

• Purification N= 1,2,9 : the mainstream quantum net-

works that purely utilize quantum teleportation to trans-

fer data qubits, and employ entanglement purification

to improve communication fidelity. In a straightforward

implementation, purification is carried out at each optical

fiber in the network. Three scenarios are considered,

denoted as “N= 1”, “N= 2”, “N= 9”, where N indicates

the number of additional entanglement pairs consumed

for purification at each optical fiber.

The above network designs are tested in three network sce-

narios, which are generated using the Barabasi-Albert model

with over 20 nodes, with the most connected nodes chosen to

be the servers and switches. Fidelity at each optical fiber is

randomly assigned within the range of [0.75, 1] representing

good-connection scenarios and within [0.5, 1] representing

poor-connection scenarios. Each network design undergoes

1080 trials with different sets of network parameters, including

the capacity for switches and servers, entanglement generation

rate, number of requests, and number of messages in each

request.

Our proposed error correction decoder is denoted as the

SurfNet Decoder, and is compared against the baseline Union-
Find Decoder implemented as in [32]. Each input surface code

is subjected to both erasure errors and Pauli errors, with the

erasure rate fixed at 15%, and the Pauli error rate ranging

between 5.0-8.5%. These error rates are halved at the Core

part of each surface code.

C. Results

In this section, evaluation is conducted over three evaluation

metrics: fidelity, latency, and throughput. Fidelity and latency

are defined as the success rate and waiting time for each

communication, and are computed as the average of all com-

munications executed in the network. Throughput is calculated

as the number of executed communications divided by the total

number of requested communications.

From the tables (a.1) in Fig. 6, throughput and latency in

both networks are similar, while SurfNet exhibits much higher
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Fig. 7. Comparison on averaged communication fidelity between the
five routing designs in four network scenarios. In each scenario, the result
is computed as the average from all 1080 trials.

average communication fidelity in all three network scenarios

as in (a.2). This improvement is mainly due to the dual-channel

characteristic of SurfNet, and the partitioning of each surface

code into the Core and the Support parts proves to be effective

in maintaining communication fidelity.

Fig. 6 (b.1-3) provide a detailed analysis of SurfNet with

respect to different network parameters. Facility capacity in

(b1) and entanglement generation rate in (b2) are the two

main parameters controlling the total computing resources

within the network. Their direct impacts on both throughput

and fidelity are evident since, naturally, more resources can

support more communications. Message per request in (b3)

limits the maximum number of surface codes allowed in

each request, thus controlling the consumption rate of the

computing resources. From the graph, it is observed that it

has little impact on fidelity but seemingly affects throughput,

as the supply of computing resources can no longer meet the

growing demand. And in Fig. 6 (b.4), we analyze the effect of

fidelity threshold in the routing protocol of SurfNet, computed

as 1/(2WC ) where WC is the noise threshold. As mentioned

earlier, the noise thresholds in SurfNet can be used to strike

for a balance between communication fidelity and network

throughput. As in the graph, a low fidelity threshold allows

for low-fidelity communications, resulting in high network

throughput but low average fidelity for each communication.

Conversely, a higher fidelity threshold is more selective for

communication quality, leading to lower network throughput

but higher average fidelity.

An overall comparison of all five network designs is shown

in Fig. 7. We configure the routing protocols in all networks

to yield similar throughputs, and focus only on the average

fidelity in each network design. SurfNet achieves high fidelity

across all four scenarios. It demonstrates significant advantage

in networks with abundant facilities, while its drawbacks

become more apparent in scenarios with limited facilities and

poor connections. Improving the online execution stage of

SurfNet, such as finding better recovery paths or incorporating

adaptive code sizes based on quality of service, are potential

Fig. 8. Pauli error threshold of surface codes using Union-Find decoder
(left) and SurfNet Decoder (right).

directions for enhancing SurfNet in such scenarios.

Fig. 8 compares error correction performance between the

Union-Find decoder and the SurfNet Decoder. In general,

below the pauli error threshold, a surface code with a larger

size tends to have a lower logical error rate. Conversely,

above the pauli error threshold, a surface code with a smaller

size tends to have a lower logical error rate. The SurfNet

Decoder exhibits a higher threshold of 7.25% compared

with the 7.1% of Union-Find decoder. This advantage can

be further enhanced if the Core part of the surface code is

configured to be larger or has a more optimized geometry,

which presents potential future directions for improving the

SurfNet Decoder.

VII. CONCLUSION

In this paper, we introduced our SurfNet, an innovative

quantum network utilizing surface codes as logical qubits for

quantum message transmission. We proposed a novel end-to-

end communication procedure employing two parallel com-

munication channels within SurfNet: the entanglement-based

channel and the plain channel. This dual-channel approach

effectively addresses the limitation posed by the low entangle-

ment generation rate at each node, and offers a way to balance

the reliability and efficiency of quantum networks. To enhance

communication fidelity, error corrections can be performed at

servers along the routing path. The routing protocol in our net-

work is deigned to coordinate the balance between the network

throughput and average communication fidelity. Additionally,

we introduced the SurfNet Decoder, which can fully leverage

the modular characteristic of surface codes within our network.

For evaluation, we conducted simulations for various network

scenarios, comparing SurfNet against its baseline and other

mainstream quantum networks. We also separately compared

our SurfNet Decoder against its baseline Union-Find decoder.

The results demonstrated that both SurfNet and its decoder can

significantly improve the overall fidelity of quantum networks.
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